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Possible molecular implementations of quantum-dot cellular automata (QCA) with mixed-valence ruthenium
complexes are discussed. A study of the geometric and electronic structures of three mixed-valence ruthenium
dimers has been done using ab initio Hartree-Fock and hybrid density functional methods at the HF/3-21G
and B3LYP/3-21G levels of theory. These complexes are representatives of Robin and Day classes I, II, and
III. Predicted geometries are compared to experimental data, as well as previous computational studies, where
available. The B3LYP method predicts structures in better agreement with experiment than the HF method.
The analysis of the orbital energies and localization provides insights into the degree of localization and the
Robin-Day classification. They are therefore useful tools for the design of mixed valence compounds for
use in molecular QCA.

Introduction

Since the early 1970s, the number of computing elements
on a chip has doubled approximately every 18 months, following
Moore’s law. It has been predicted that the theoretical size limit
will be reached soon, possibly by the year 2017.1 When the
limit is reached, heat dissipation and quantum effects such as
electron tunneling through barriers will interfere with function.
To continue following Moore’s law, new computing paradigms
may be needed. Several ideas have been proposed,2-4 including
quantum-dot cellular automata or QCA. QCA was first proposed
as a square with clusters of metal atoms composing each corner.5

When two extra electrons are added to the square, they occupy
opposite corners because of Coulombic repulsion, as is shown
in Figure 1. The two different states correspond to two ener-
getically degenerate but distinguishable quantum states that
could serve as a 1 and 0 in binary code. The electrons are then
able to tunnel between the two states to perform the computa-
tion, leading to possible speed increases of 100-10 000-fold
over today’s processors.6 An interesting property of this system
is that it can also function as a molecular wire when a line of
these cells is positioned on a surface. As shown in Figure 2, an
input, or bias, on one end of the wire causes the electrons to
switch so that it is in the lowest energy state. This induces a
switch in the neighboring cell, and the electrostatic signal travels
down the wire. If the input is changed, all of the cells in the
wire will also change.

The function of QCA has been demonstrated7 using squares
that were fabricated from metal particles and were about 60
nm per side,5 but the system must be cooled to 0.1 K to prevent
random switching. For the system to operate at room temper-
ature, the size of the squares must be reduced to 20-30 Å per
side.8 This is a demonstration of the particle-in-a-box problem.
The smaller the squares are, the larger the difference between
energy levels becomes. A potential problem of this approach is
making metal clusters small enough to operate at room
temperature. In addition, on this size scale, it becomes difficult

to make the clusters identical to one another. This opens the
door for replacing the metal clusters with molecules, which are
easier to make reproducibly, and the desired size, 20-30 Å, is
a typical size of molecules.

Replacing the metal clusters with metal atoms in a mixed
valence state has been proposed.9 All four metal atoms, or
quantum dots, are then connected to each other in one of two
ways, through the center or along the edges. Examples of each
kind are shown in Figure 3. On the left, a tetracyanoethene
bridge connects four rutheniumammines. Two of the ruthenium
atoms have a formal charge of+2, and two have a formal charge
of +3. The same is true for the complex on the right, in which
the rutheniumammines are now connected along the edges of
the square. This is a tetranuclear analogue of the well-known
and often studied Creutz-Taube10 complex. These mixed-
valence complexes remain a topic of interest because of their
interesting properties, and there have been many theoretical and
experimental studies in recent years on the topic, as well as
comprehensive reviews.11,12
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Figure 1. Bistable cell states.

Figure 2. Input and signal down a “wire”.

Figure 3. Examples of center-bridged and side-bridged mixed-valence
molecules.
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Robin and Day have divided mixed-valence compounds such
as these into three different classes, class I, class II, and class
III. 13 Class I complexes are localized and have a very large
barrier to electron transfer between the different valences with
a slow rate of transfer. Class III complexes are delocalized with
no barrier to electron transfer and ultrafast rates. Class II
complexes have properties intermediate to these. It is thought
that Class II or Class III complexes may function as QCA cells.
The potential energy surfaces for each class are shown
schematically in Figure 4. Class II is likely the ideal case for
molecular computing. The Class III complexes may be too
delocalized, and unwanted electron transfer may occur at room
temperature because the barrier to transfer is too low. For Class
I complexes, the barrier to electron transfer is too high such
that the complex is permanently “locked” in one position. Class
II complexes are the most likely to be able to maintain their
“1” or “0” state without undesirable electron transfer yet have
a barrier low enough that it can switch when induced. The use
of transition metal complexes is attractive because the electronic
properties can be tuned by varying the bridging, as well as the
ancillary, ligands.

One of the best known examples of mixed-valence complexes
is the Creutz-Taube ion, decaammine(µ-pyrazine)diruthenium-
(5+), 1, which is widely believed to be a Robin-Day class III
complex. There have been a considerable number of compu-
tational studies of1, which were instrumental in shaping the
models for intramolecular electron transfer.11,14-39 Work by Broo
and Larson33 used semiempirical and ab initio techniques with
C2V symmetry imposed on the mixed-valence complex, which
forces the geometry to be delocalized. CASSCF and CNDO/S
were used to calculate the electronic spectrum of the Creutz-
Taube complex. More recently, work by Bencini et al.35 uses
gradient-corrected DFT, but also uses the frozen core (FC)
approximation for all atoms. In addition,C2V symmetry was
imposed during geometry optimization andCs symmetry during
analysis of the potential energy surface, which forces the
complex into a delocalized structure. In contrast, the work
presented here uses an all-electron basis set (3-21G) on all
atoms, including ruthenium. The paper by Chen et al.34 uses
the Amsterdam density functional package’s nonlocal correc-
tions with Becke’s nonlocal exchange correction and Perdew’s
nonlocal correlation correction to calculate the Creutz-Taube
ion similar to what is done here; however, Chen constrains the
complex toCs symmetry. Sizova et al.29 calculated the molecular
orbitals and electronic spectra of1, as well as the higher
homologue, decaammine(µ-4,4′-bipyridine)diruthenium(5+), 2,
at frozen geometries. Other computational studies of2 26,28,33,40

also employed relatively low levels of theory or structural
constraints or both. To the best of our knowledge, there are no
computational studies of analogous compounds in which the
electronic coupling between the ruthenium atoms is even weaker
than that in2.

Because of the interest in mixed valence, homometallic
complexes as molecular implementations of QCA, we have
studied representatives of the three Robin-Day classes. In

particular, we investigated1 and2 as representatives of Robin-
Day classes III and II, respectively. Because of its analogous
structure but weak coupling due to the absence ofπ bonds, we
chose decaammine(µ-piperazine)diruthenium(5+), 3, as an
example for a Class I compound, even though3 has not yet
been described in the literature. The goal of this contribution is
to develop a simple model of the electronic structure in a
molecular QCA cell that can qualitatively correlate the structure
of the complex with its intramolecular electron-transfer proper-
ties. Two different properties were examined, the ability of
computational methods to predict the molecular geometries and
a qualitative analysis of the molecular orbitals. The geometric
and electronic ground-state structure of the complexes could in
the future be used for atomistic and mesoscale simulations of
QCA cells and of larger devices. For this purpose, we will start
our discussion with a validation of our computational methodol-
ogy for the well-known case of1 and apply the analysis on the
other homologues.

Computational Details

All calculations were performed using the Gaussian 98 series
of programs.41 The large size of these complexes made post-
HF treatments such as CI, which would consider the two-
configuration nature of1-3, prohibitively expensive. Gradient-
corrected DFT has been used previously to describe the
properties of mixed-valence complexes with both localized42

and delocalized43 electrons. Specifically, the Creutz-Taube
complex has previously been calculated using DFT, despite the
fact that it was constrained toCs symmetry, which forces an
exact degeneracy of the orbitals. However, pure DFT methods
are known to be biased toward delocalized structures. This can
be countered by admixture of HF exchange. The resulting hybrid
DFT methods typically perform significantly better than nonlocal
DFT methods.44 Therefore, the hybrid DFT method B3LYP was
chosen. B3LYP has been shown to perform well with many
difficult chemical problems, including open-shell transition metal
chemistry; therefore, all structures were fully optimized and
characterized at the B3LYP level of theory with a 3-21G basis
set on all atoms, including ruthenium. All geometries, including
the HF-optimized geometry, were fully optimized without
imposing symmetry, using the unrestricted Hartree-Fock (UHF)
method, and were verified by harmonic frequency analysis to
be true local minima with no negative frequencies. TheC2

symmetric structure for the 4,4′-bipyridine-bridged complex and
the Ci symmetric piperazine-bridged complex have also been
calculated. We found that imposing symmetry on the complexes
in general resulted in an increase in energy of about 7 eV and
a Ru-bridging ligand N bond length increase of about 0.2 Å.
A symmetric pyrazine-bridged complex has also been studied
by others.33-35 Because of the ground-state nature of all
processes involved in QCA computing, only the ground-state
equilibrium geometry was considered. The 3-21G basis set was
chosen as a reasonable compromise between the accuracy and
size of the calculation (for the systems discussed here between
290 and 352 basis functions). For comparison to older
work,26,28,33,40 the 4,4′-bipyridine-bridged structure was also
optimized at the HF level of theory with a 3-21G basis set on
all atoms. All bond lengths are given in angstroms. The nitrogen
atoms will be distinguished from one another by the following
convention: NBL will be used for the N atoms on the bridging
ligand, Na for the axial N atoms, and Ne for the equatorial N
atoms. In addition, HF/3-21G single-point calculations were
done on the B3LYP/3-21G optimized geometries to obtain the
molecular orbitals, for reasons that will be discussed later in

Figure 4. Schematic potential energy surfaces for electron transfer in
classes I, II, and III.
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the paper. The polarization of the complexes was gauged using
Mulliken charges. Basis-set-derived population analyses (such
as Mulliken charge) are most useful for trend comparison, as
used here, rather than an estimate of the actual value.45 The
molecular orbital representations were viewed and created with
MOLDEN, using a contour value of 0.05.46

Results and Discussion

Structural Analysis. The theoretically obtained geometries
are shown in Figures 5-7 and compared with the available
experimental data. Figure 5 shows1, which is most often
regarded as Class III47 though recently it has been suggested
that a separate characterization is needed for species such as
these, called Class II-III. 47 An X-ray crystal structure of this
complex is available for comparison,48 and the experimentally
determined bond lengths are shown in Figure 5. These results
are very similar to the results obtained by Chen et al.,34 as can
be seen in Table 1. In general, the computed bond lengths are
overestimated, especially between the ruthenium atoms and the
bridging ligand. This is not surprising because the metal centers
have high positive charges and Coulomb repulsion is enhanced
in these gas-phase calculations. There is a slightly better
agreement between theory and experiment for the bond lengths
between the ruthenium atoms and terminal amines. The Ru-
Na bond lengths are equal on both sides, suggesting that the
ruthenium atoms have the same valence. The Ru-Ne bond
lengths vary from 2.200 to 2.202 Å with the average bond length
2.201 Å. The Ru-NBL bond lengths are equal on both sides of
the complex, 2.145 Å, also suggesting complex delocalization.

Table 1 shows a summary of the computed geometries of this
paper, as well as some computed geometries from the literature.

For comparison, the X-ray structure and computed geometries
for the monomer Ru(NH3)5(pyrazine)3+/2+ are given in Table
2. The+2 ion typically has shorter Ru-N bond lengths.

For 2, the structure was fully optimized using both B3LYP
and HF methodology. The HF results are shown here for
comparison to previous work. The 4,4′-bipyridine bridging
ligand is thought to be a Class II because of its solvent-
dependent near-IR spectrum and other experimental observa-
tions.11 From the results shown in Figure 6, it is apparent that
the HF method overestimates the Ru-NBL bond lengths more
than B3LYP (from 0.07 to 0.19 Å more). The HF calculations
predict large differences in the Ru-NBL bond lengths depending
on the oxidation state of the metal atom, the Ru(II)-NBL bond
length being significantly shorter than that for Ru(III). Consis-
tently, the bonds from the Ru(III) to Na and Ne are also
significantly longer (0.05-0.07 Å) than those for Ru(II). The
Ru-Ne bond lengths calculated with B3LYP are essentially
identical and vary from 2.197 to 2.200 Å, the average being
2.198 Å. With HF, the Ru(II)-Ne bond lengths are 2.203 Å
and the Ru(III)-Ne bond lengths vary from 2.267 to 2.268 Å,
averaging 2.267 Å. The B3LYP methodology also predicts a
slight difference in the Ru-NBL bond lengths though not as
dramatic as that for HF. This indicates that2 is more localized
than the pyrazine-bridged species, as would be expected from
a decreased conjugation between the pyridyl rings due to the
tilting of the bridging bipyridine ligand, as well as the larger
Ru-Ru separation. The dihedral angle between the pyridyl rings
is 39° for B3LYP and 54° for HF. A crystal structure of a similar
4,4′-bipyridine-bridged ruthenium complex showed a dihedral
angle of approximately 18°.50 The HF structure again empha-
sizes a more localized structure in which the steric repulsion
between the ortho hydrogens in the bridging ligand leads to a
sharper tilting and even further localization of spin and charge.
These data support the idea that this is indeed a Class II complex
or at least is more localized than the pyrazine-bridged species.

The final complex3, Figure 7, has piperazine as the bridging
ligand. This complex is not known experimentally, but because
of the lack ofπ conjugation in the bridging ligand, it is assumed
to be a Class I species. In addition, piperazine was chosen for
its size similarity to pyrazine. The B3LYP-predicted Ru-Na/
Ne bond lengths are similar to those predicted for the class II
and III species. The Ru-Ne bond lengths vary from 2.199 to
2.212 Å, the average being 2.205 Å. However, the Ru-NBL

ligand bonds are significantly longer, likely because of a lack
of dπ to π* back-bonding from the metal to the ring. Even for
this complex, B3LYP predicts Ru-NBL bond lengths that are
nearly identical, suggesting delocalization. However, B3LYP
is known to overestimate delocalization, and HF is known to
overestimate localization.51-53

Orbital Analysis. Assuming the electron transfer from one
metal to the other metal occurs via the ligand, the energy gap
between the singly occupied molecular orbital (SOMO) and the
molecular orbital centered on the bridging ligand should give
an indication of the barrier to electron transfer. There have been
several recent studies about superexchange in mixed-valence
ruthenium dimers.54-56 These studies have suggested that there
is stronger metal-metal coupling when the energy gap between
the molecular orbital on the ligand and the dπ-orbitals on the
metal atoms is small. Figure 8 shows the SOMO, as well as
the bridging ligand molecular orbital (BLMO) of1. The BLMO
corresponds to the lowest unoccupied molecular orbital (LUMO)
with an energy gap of 8.16 eV. The SOMO is located on both

Figure 5. Selected theoretical and X-ray48 (in parentheses) bond lengths
of the class III complex1.

Figure 6. B3LYP/3-21G and HF/3-21G (in parentheses) bond lengths
for the class II complex2.

Figure 7. B3LYP/3-21G bond lengths for the class I complex3.

Mixed-Valence Transition Metal Complexes J. Phys. Chem. A, Vol. 107, No. 2, 2003287



ruthenium atoms, as would be expected for a delocalized
complex. The Mulliken spin density on each Ru is-0.03 and
0.05; the Mulliken charge on each Ru is 0.85 and 0.86.
Considering the fact that HF tends to overestimate localization,
this is a good indication of the delocalized nature of this
complex. These calculations support that1 is a Robin-Day class
III complex.

As previously mentioned, a HF/3-21G single-point calculation
was done on the B3LYP/3-21G fully optimized geometries for
the orbital analysis. Although the Kohn-Sham (KS) orbitals
obtained from B3LYP calculations reproduce the ground-state
electron density of the complex, their physical significance is
not well understood and has recently become a topic of much
study.57 For this reason, our discussion will focus on the HF
orbitals. For comparison, the KS orbitals are given in Figure 9.
Much as Hoffmann and Stowasser found, the shape of the KS
orbitals are very similar to those calculated with the HF method.
With the small basis set used here, there was some evidence of
orbital interchange among the empty orbitals, as can be seen
for the case of3 in Figures 12 and 13. Hoffmann and Stowasser

also suggested that occupied and unoccupied KS orbitals can
be interpreted quantitatively with anax + b scaling, but this
was not investigated here.

Figure 10 shows the molecular orbitals for2. The SOMO-
LUMO gap is slightly larger here, 9.25 eV. The SOMO on this
complex is located on just one of the ruthenium atoms,
suggesting more localization than the Class III complex. The
molecular orbital centered on the bridging ligand is also the
LUMO. In contrast to the Class III complex, this orbital is no
longer spread out equally on all of the bridging ligand atoms
because of the break in theπ conjugation between the pyridyl
rings. The orbital localization due to the weaker interaction with
the bridging orbital is also reflected in the difference in Mulliken
spin density on each Ru, which is larger here, 0.00 and 1.14.
The difference in Mulliken charge is also larger, 0.86 and 1.18.
These results indicate that this is not a class III complex but
probably class II. The Kohn-Sham (KS) orbitals are shown in
Figure 11. It is noteworthy that, in comparison with the KS
orbitals of 1 and 3, the relative bias of the HF and DFT
methodology has a larger influence on the LUMO of this class
II complex. Whereas the shape of the HF and KS orbitals

TABLE 1: Summary of Computed and Experimental Bond Lengths

BP35,b BP35,b

B3LYP/3-21Ga X-ray4847 nonrelativistic relativistic nonrelativistic relativistic BP34 INDO/133

Ru-Ru 7.185 6.841 7.294 7.185 6.923 6.892 nr nr
Ru(1)-NBL 2.145 2.006 2.203 2.134 2.026 1.998 2.148 2.056
Ru(2)-NBL 2.145 2.006 2.203 2.134 2.026 1.998 2.148 2.067
Ru-Na 2.197 2.126 2.162 2.154 2.116 2.108 2.200/2.205 2.079/2.094
Ru-Ne 2.201 2.122 2.176 2.159 2.120 2.109 2.197 2.085/2.096

a Results from this paper.b BP is the Becke-Perdew method, as modified in ref 35. Reference 35 also compared results of calculations that did
or did not include relativistic effects.

TABLE 2: Summary of Computed and Experimental Bond Lengths for Ru(NH3)5(pyrazine)+3/+2

B3LYP/3-21Ga HF/3-21Ga BP34 INDO/1 33 X-ray 49

+3 +2 +3 +2 +3 +2 +2 +3 +2

Ru-NBL 2.155 2.085 2.434 2.238 2.136 2.078 2.041 2.076 2.006
Ru-Na 2.206 2.223 2.238 2.265 2.213 2.247 2.099 2.125 2.116
Ru-Ne 2.192-2.195 2.202/2.203 2.271-2.274 2.266/2.267 2.193 2.195/2.199 2.092 2.102/2.110 2.150/2.155

a Results from this paper.

Figure 8. HF orbitals of1.
Figure 9. KS orbitals of1.
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calculated for1 are very similar, KS theory predicts a much
larger degree of delocalization for the LUMO of2. This is
consistent with the expectation that the bias of the different
theoretical methods should be most clearly observed for a
partially delocalized class II complex. Nevertheless, it is clear
from the very similar SOMO orbitals obtained by the two
methods that these differences are quantitative rather than
qualitative in nature.

Complex3, shown in Figure 12, is substantially different than
the other two complexes. The SOMO of this complex is actually
on the bridging ligand. The highest occupied metal-centered
orbital, which constituted the SOMO in1 and2, is slightly lower
in energy, making it the SOMO-1. Of the three complexes, this
has the largest gap between the highest occupied metal-centered
orbital (SOMO-1) and the BLMO, 19.3 eV. The SOMO-
BLMO gap is also large, 18.4 eV. The BLMO is no longer the
LUMO and is located much higher in the orbital ordering,
LUMO + 12. This is because piperazine has onlyσ and noπ
bonds. Theσ* orbitals lie much higher in energy thanπ*

orbitals, leading to these very large energy gaps. The lowest-
lying molecular orbital on the opposite ruthenium atom is now
the LUMO + 5, and the energy gap between this and the
SOMO-1 is 16.1 eV. The electronic coupling between the two
metal centers is thus predicted to be weak, as expected for a
Class I compound. The difference in Mulliken spin density on
each Ru is very small, 0.54 on each, because of the SOMO
being located on the bridging ligand. The difference in Mulliken
charge is also small, approximately 0.93 on each ruthenium.
The Kohn-Sham orbitals are shown in Figure 13 for compari-
son. It can be noted that, although significant energetic orbital
reordering occurs, the shapes of the relevant orbitals are quite
similar. In fact, in the KS orbitals, the SOMO is centered on a
single ruthenium atom as would be expected on the basis of
the results for1 and2. The lowest-lying unoccupied bridging
ligand orbital is the LUMO+ 12, as it is in the HF calculation.
These results indicate that orbital calculations can distinguish
between the three Robin and Day classes, provided that the
electron transfer proceeds through the bridging ligand. The class
III, strong coupling complexes appear to have significant
contributions from both metal atoms in the SOMO, while the
class II and I complexes have the SOMO centered on only one
metal atom. For class I, the LUMO is no longer on the bridging
ligand.

Conclusions

The results of the bonding studies show that both methods,
B3LYP and HF, overestimate bond lengths compared to X-ray
crystal structure data because of Coulomb repulsion in the gas
phase. HF emphasizes the differences between Ru(II) and
Ru(III), which gives a more localized picture of the complexes
than B3LYP. However, the results from the B3LYP calculations
for the critical C-NB bond length are in better agreement with
experimental values than those from the HF calculations.

The results of the MO calculations help to distinguish among
the three Robin and Day classes. Class III complexes have
significant contributions from both metal atoms in the SOMO,
while class II complexes have the SOMO centered on only one
metal atom. For class I complexes, both ruthenium atoms seem
to prefer a formal charge of+2 with the unpaired electron
located on the bridging ligand. For class I, the LUMO is no
longer on the bridging ligand. The energy gap between the
SOMO and BLMO increases consistently as the complex
becomes more localized, and the BLMO is also the LUMO for
more delocalized complexes but higher for more localized
complexes. The result can be used to qualitatively evaluate the
electronic communication between the metal centers in the
mixed-valence complexes, and therefore, their suitability as
molecular implementations of QCA can be determined before
compounds are synthesized. This will be useful in designing
new QCA molecules with improved properties.

In future studies, the change in electronic properties as the
bridging or ancillary ligands of the complexes are substituted
will be examined by us, as well as intercell communication58

and eventually device simulation. Future work on these interest-
ing complexes includes alternate computational treatments such
as MP2 or GVB-PP, using an active space of the SOMO and
LUMO orbitals, to obtain further insights into the effect of
electron correlation on electron localization vs delocalization.
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